
A CAVE BASED 3D IMMERSIVE INTERACTIVE CITY WITH
GESTURE INTERFACE

Ziyang Zhang

Ryerson University
350 Victoria Street
Toronto, Ontario

. Canada M5B 2K3

zhangzyster@gmail.com

Tim McInerney

Ryerson University
350 Victoria Street
Toronto, Ontario

Canada M5B 2K3

tmcinern@ryerson.ca

Ning Zhang

Ryerson University
350 Victoria Street
Toronto, Ontario

Canada M5B 2K3

ning.zhang@gmail.com

Ling Guan

Ryerson University
350 Victoria Street
Toronto, Ontario

Canada M5B 2K3

lguan@ee.ryerson.ca

ABSTRACT
3D city models have greatly changed the way we interact with geographic information. However, both the vi-
sualization and interaction are limited on conventional 2Ddisplays. This paper presents a system that visualizes
3D cities and supports gesture interaction in a fully immersive Cave Automatic Virtual Environment (CAVE). The
proposed system utilizes gestures to control navigation, selection, object manipulation, and menu functions. These
functions form the basis for most Virtual Reality (VR) applications, including 3D city model applications such
as urban planning, virtual tourism, etc. The use of user gestures provides a more natural interaction in fully im-
mersive VR environments. We also propose the use of pattern recognition methods, specifically a Hidden Markov
Model, to facilitate real time dynamic gesture recognitionand demonstrate its use for virtual menu control. As a
secondary contribution, we present a novel selection method for selecting multiple objects in the VR environment.
An informal user study provides evidence that users prefer the natural gestural interface over conventional 3D input
device interactions, such as the use of input device buttons. The study also shows a strong preference for the 3D
immersive city visualization over conventional 2D displays.

Keywords
3D city, Cave Automatic Virtual Environment (CAVE), interaction design, gesture recognition, Hidden Markov
Model (HMM)

1 INTRODUCTION

Three dimensional (3D) city models are now widely
used in geographic applications such as Google Earth,
to facilitate map exploration, urban planning, virtual
tourism, and for many other purposes. The use of 3D
urban data results in a more realistic visual experience
for a user and has also greatly changed the way users
interact with these applications. For example, in tradi-
tional 2D map-based applications, users can only move
the map in 2 directions. Applications using 3D data,
on the other hand, enable users to control the viewing
position and direction in free space, generating unique
and often insightful viewpoints.

However, despite the fact that various 3D naviga-
tion/manipulation methods have been developed for
a mouse and keyboard or multi-touch screens, there
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are still limitations when interacting with 3D objects
using these 2D input devices. Simply controlling the
viewpoint involves 6 Degrees of Freedom (DOF), let
alone adjusting a virtual lens or manipulating virtual
objects. Learning the mapping from 2D input actions to
3D manipulations is arduous and has hindered novice
and expert users alike from fully harnessing the power
of interactive 3D VR applications.

The last two decades have witnessed the development
of increasingly wider screens and more immersive Vir-
tual Reality (VR) systems. Immersive systems, such as
a head mounted display (HMD), a Cave Automatic Vir-
tual Environment (CAVE) [Cru92a] and various multi-
screen or curved-screen systems [Maj13a], have a dis-
tinct advantage over traditional 2D displays for many
applications. Furthermore, with the development of
various tracking technologies, movements of the user’s
body can be fed into 3D applications as inputs, open-
ing up exciting new possibilities for Human Computer
Interaction (HCI) by significantly adding to the feel-
ing of “presence” in the virtual scene. The design of
3D user interfaces (3DUI) has been studied for decades
since the beginning of VR [Bow01a]. Interactions in
a 3D virtual environment usually fall into several cate-
gories: navigation, selection, manipulation, and system



control, and various interaction techniques have been
proposed for each category. Bowmanet al. [Bow06a]
argued in 2006 that after the 1990s’ invention of ba-
sic 3D interaction techniques, research in 3DUI should
focus on more application and task specific techniques
and adapt to the ongoing trend of new large area track-
ing and display technologies. As a result, there has been
considerable and recent research work that attempts to
bring VR and 3D user interfaces together to create more
effective applications, such as 3D medical data visual-
ization and various areas of design, such as mechanical
design, building and architecture design [Kan12a], and
interior design [Nan13a].

However, the visualization of, and interaction with,
massive 3D city data in a VR system has not been fully
studied. One important reason of this lack of research
may be attributed to the difficulty of acquiring 3D city
models. This problem is being resolved by the advance-
ment in semi-automatic and automatic methods of gen-
erating 3D city models, from both the computer vision
and photogrammetry communities [Fru03a][Zhu09a].
Commercial applications like Google Earth have gath-
ered an enormous amount of 3D city data through the
contribution of 3D modelers. With a long term goal of
creating a fully immersive interactive 3D city planning
system, the work described in this paper focuses on in-
teraction design in a virtual city scenario. Effective,
natural interaction is an integral part of this goal. As
part of our interaction work, we propose a novel paint-
to-select technique for multiple objects selection in or-
der to simplify and make more efficient the subsequent
manipulation of multiple virtual buildings. In order to
achieve natural interaction within the system, the inter-
face is predominantly controlled by user gestures, from
simple direct manipulation gestures for scene naviga-
tion and object selection, to more complete gestures
(e.g. a circular hand motion) for menu control and
other specialized purposes. We apply a Hidden Markov
Model (HMM) to recognize these more complete 3D
dynamic gestures. To the best of our knowledge, this
is among the first systems that use a 3D signal based
HMM to assist in dynamic gesture recognition in a VR
environment.

We evaluate our system with a user study, both from the
gesture recognition side and the user experience side.
The use of the advanced HMM pattern recognition al-
gorithm leads to a good recognition result of the sys-
tem control gestures. Based on evidence from the user
study, users prefer our natural interaction interface and
immersive 3D city over traditional visualization on 2D
screens and traditional input device-based interactions.

2 RELATED WORK
Immersive VR systems have been used to facilitate de-
sign in various application areas. Kanget al. devel-
oped middleware that connects a CAVE-like 3-screen

immersive VR system with Autodesk Navisworks, a
popular building design and simulation software under
the Building Information Model (BIM) standard. The
feeling of “presence” greatly improved the preview of
a building being designed, which in turn helps the de-
signer and planner make better decisions. Nanet al.
proposed a virtual design system for interior design in a
CAVE which uses 2-finger gestures to rotate, translate
and scale virtual objects. This manipulation technique
resembles multi-touch gestures in today’s smartphones
and tablets to manipulate images.

Visualization of 3D city data has been used as a de-
cision support tool for urban planners. Isaacset al.
[Isa11a] developed a 3D virtual city application using
stereo screens to visualize an urban sustainability sim-
ulation. However their work focus on the visualization
side and lacks the ability to interact with the virtual city
using a natural 3D interface.

HMM has been used widely in the classification of
stochastic signals such as human voice and hand ges-
ture. Schlomeret al. [Sch08a] proposed a HMM based
gesture interface for media browsing, which recognizes
5 gestures from the acceleration sensor data outputted
from a Wii controller. Rigollet al. [Rig97a] developed
a real time vision based HMM gesture recognition sys-
tem, which detects a hand from camera images and uses
the 2D hand location as input to the classifier. Their sys-
tem achieved approximately 90% accuracy for 24 ges-
tures that involve intense hand movement.

The system described in this paper is designed for a
novel interactive virtual city application implemented
in the fully immersive CAVE environment. It utilizes
some of the interaction techniques developed by previ-
ous researchers [Bow01a][Nan13a], such as the point
selection and gesture controlled object rotation. A
gesture-driven interaction framework is proposed, and
is supported by an HMM gesture recognition system,
which recognizes 3D trajectories of hand movements
in real time. In addition, a novel 3D “paint-to-select”
technique is proposed and implemented.

3 SYSTEM OVERVIEW

As illustrated in Fig. 1, our CAVE consists of 4 wall size
displays, each driven by a stereo projector and a work-
station PC. These workstations, together with a server
node, form a graphics cluster that runs the application.
Optical tracking cameras emit infrared light and cap-
ture the light reflected by markers worn on the user’s
head and hands. A tracking server collects these cap-
tured images and outputs the location and orientation of
marker sets to the user application. To ensure real time
response, a separate server continuously monitors the
tracking result for gesture recognition, and sends out a
trigger signal once a predefined gesture is performed.



Figure 1: Overview of the implementation in CAVE.

We have constructed our virtual city application on top
of Open Scene Graph (OSG), a popular cross plat-
form visualization toolkit that supports a wide range
of 3D data formats. A highly configurable VR toolkit,
VR Juggler, is used to direct the visualization into the
CAVE screens. The use of VR Juggler supports the
portability to various other display systems, as well as
a traditional desktop monitor. Fig. 1(a) shows a user
experiencing the virtual city in the CAVE.

4 SYSTEM FUNCTIONS
Considering that the most significant advantage of the
CAVE system is its immersive visualization capabil-
ity, we focus the design of our user interface on con-
trolling the viewing of the virtual scene, while also
adding some ability to modify parts of the scene. In
particular, in a 3D virtual city, users typically want to
navigate freely around the city, or view the city scene
along an interactively defined route (i.e. navigate along
the route). In addition, city planners may want to se-
lect and modify/manipulate single buildings or several
buildings. The user may also want to view an area
from a specific view point. However, if there are large
buildings in between occluding the target area, the user
may want to “collapse” the buildings so that they are no
longer visible.

We have therefore defined 3 basic interaction modes
that support the navigation and selection/manipulation
system functions: FreeView, Selection, and RouteView.
In order to keep the interactions as simple and natural
as possible, we organize all the system functions into
a menu structure. The interaction with the menu will
be introduced in section 5.1. The current mode can be
switched in the menu. There is also an Edit menu for
Selection and RouteView modes, which controls the be-
havior of the corresponding mode. The menu structure
is illustrated in Fig. 2. Details about interactions in this
framework will be given in section 5.

(a) Main Menu

(b) Edit Menu in Selection mode

(c) Edit Menu in Route Viewing mode

Figure 2: Menu structure.

5 GESTURE-BASED INTERACTION

One basic purpose of Virtual Reality is to have an expe-
rience that is as real as possible. Therefore, it is impor-
tant to minimize the distractions from other parts of the
system, such as input. Supported by the tracking abil-
ity in the CAVE, we have developed a predominantly
gesture based interface in an effort to make the inter-
action as natural as possible. However, although using
gestures as commands can be effective in 3D environ-
ments, if the number of commands becomes large, it
becomes more difficult for users to remember the differ-
ent gestures. Speech interaction has also become more
popular recently. However, speech has not been used
to fully control complex systems. One disadvantage of
voice commands is privacy issues. The result is the use
of gesture and voice commands is often limited to help-
ing navigate through a menu. Other tools, such as a
tablet, have also been used to help control VR applica-
tions [Med13a] but may distract from the idea of natural
interaction.

In our gesture based interface, both hands of the user
are tracked. As shown in Fig. 3(a), one hand is tracked
by a set of markers worn on the back of the hand, the
other is tracked by the internal markers of a remote con-
troller (which is usually calledwand in VR systems).
The wand is used instead of another marker set (as in



Fig. 3(b)) because it has buttons and a joystick on it. As
mentioned above, based on our experience, users are of-
ten unable to remember all the gestures in a solely ges-
ture controlled environment. Thus, we believe a better
solution is to use as few gestures as possible, and com-
plement them with wand buttons. Wand buttons are fa-
miliar to users from their use of a computer mouse. To
make the interaction simple and easy, the number of
buttons used should also be small. In this work, only 2
buttons and 3 dynamic gestures are used to control all
functions.

To clarify the terminology used in this paper, adynamic
gesturehere is defined as a movement pattern of a body
part, such as a circular hand motion. Specifically, we
use the trajectory of the user’s tracked hand position
as the input to dynamic gesture recognition. Astatic
gesture, on the other hand, is defined as a still posture.
These dynamic and static gestures are commonly re-
ferred to asoffline gestures and need to be processed
and recognized before the corresponding command is
triggered. However, when manipulating a virtual ob-
ject, the current location of the user’s body can directly
be used to make changes, similar to those described in
[Nan13a] and similar to the multi-touch control of an
image on a tablet or smartphone. These simple direct
manipulation gestures are commonly referred to ason-
line gestures.

(a) Hand and wand (b) 2 hands

Figure 3: Input devices for gesture interaction.

5.1 Menu Control Interaction
The Main menu and Edit menu can be triggered from
2 different dynamic gestures, which will be introduced
in section 6. After the menu is triggered, a list of menu
items is shown floating in front of the user.

Two kinds of menu navigation techniques are tested in
our system. The first is a touch-based technique, in
which the user uses the virtual representation of his/her
finger to “touch” a menu item in order to select it.
Fig. 4(a) shows a picture of a user touching a menu
item.

The second one is a sliding based technique where the
user’s hand moves up or down to highlight different
menu items. After the target item has been highlighted,
the user performs a dynamic gesture (moving the hand
straight across to the right - see section 6) to select the

(a) Touch menu (b) Sliding Menu

Figure 4: Two kinds of menu interaction.

item. Fig. 4(b) illustrates how the sliding interaction is
performed.

5.2 Freeview Navigation
The freeview navigation mode supports scaling, rotat-
ing and moving interactions in the 3D virtual city. This
set of basic navigation interactions can be performed
at any time in the application, even in selection mode
and route view mode. The reasoning behind this de-
sign decision is that 3D city data is usually very large
and the user may not be able to find the area of interest
when in selection/routeview mode. In this case, a scal-
ing down, moving and scaling up interaction sequence
(i.e. pan and zoom of the entire scene) is required. This
interaction sequence resembles the Worlds in Miniature
(WIM) technique [Sto95a][Bow06a] in VR navigation,
which manipulates a small version of much larger scene
to navigate in the large scene.

In order to have access to the freeview navigation func-
tions from anywhere in the application, a wand button is
reserved to trigger the freeview navigation mode. Trig-
gering by a dynamic gesture is also an option. However,
gesture triggering is less robust than a button trigger.
Based on our experience, users become more frustrated
upon failing to trigger a navigation than upon failing to
trigger a menu, since navigation is performed far more
often in a virtual city application. After triggering the
freeview navigation, online gesture control takes place.
Similar to manipulating images on multi-touch screens,
the positions of both hands are used to make changes
to the scene, as shown in Fig. 5. SupposePL0 andPR0

denote the position of left and right hands at trigger-
ing timet0, respectively;PL andPR represent the corre-
sponding position at current timet.

• Rotation The rotation of the virtual city can be rep-
resented by the rotation from vectorv0 to v, where

v0 = PR0−PL0

v = PR−PL
(1)

• Scaling Scaling factor of the virtual city is given by:

s=
|v|
|v0|

(2)



• Moving The translation can be represented by:

t =
PR+PL

2
−

PR0+PL0

2
(3)

Left hand at time t

Rotation axis

Object

Right hand at time t

Right hand at time (t0)

Rotation

Left hand at time (t0)

(a) Rotation

d

Object

Right hand at time t

Right hand at time (t0)
Left hand at time (t0)

d0

Left hand at time t

(b) Scaling

Figure 5: Illustration of rotation and scaling.

Rotation, scaling and moving can be performed at the
same time, resulting in smoother and faster scene nav-
igation. The user presses the wand button to trigger a
freeview navigation, holds the button until the desired
target area is reached, and releases the button to finalize
the viewpoint change.

5.3 Object Selection and Manipulation
Two selection techniques are implemented in selection
mode. One is the classic point-to-select metaphor (i.e.
ray-casting selection) [Bow06a]. When the selection
triggering wand button is pressed, a ray is cast from the
viewer location, in the user pointed direction. The first
object intersected is selected. This technique is useful
when a single building close to the user needs to be se-
lected.

However, pointing selection is often not efficient for se-
lecting multiple objects. In order to address this prob-
lem, we propose the 3D paint-to-select technique. The
concept of “painting”, popular in 2D drawing and photo
editing software, is familiar and simple. In the 3D
CAVE environment, the paint “brush” can be repre-
sented with a 3D object of arbitrary shape, although for
most applications a simple shape such as a sphere or
a cube is used. All scene objects that intersect the 3D
brush are selected between the triggering of the selec-
tion mode with the wand button, the movement of the
hands controlling the position of the brush, and the fi-
nal release of the button. In our implementation, a sim-
ple sphere brush is used, as shown in Fig. 6(b). Screen

shots of both pointing selection and paint selection are
given in Fig. 6. Finally, the user can use the edit menu to
add new objects to the selected set, and manipulate the
selected objects in various ways. The rotation, scaling
and translation manipulation is done in the same way as
in section 5.2.

(a) Point-to-select (b) paint-to-select

Figure 6: Two kinds of selection techniques.

6 HMM GESTURE RECOGNITION
FOR MENU CONTROL

Because of its ability to handle stochastic signals, a
Hidden Markov Model (HMM) has been widely used
in speech recognition and gesture recognition, and has
achieved good results [Rab89a]. A HMM can be fully
represented by a parameter setλ :

λ = (A,B,π) (4)

whereA stands for the transition probability matrix,B
represents the observation probability matrix, andπ is
the initial state probability. Given an existing obser-
vation sequenceO, a maximum likelihood estimation
techniques such as theBaum-Welch methodcan be used
to find a model parameterλ that maximizesP(O|λ ).
Given a model parameter, the probability of a sequence
belonging to that model,P(O|λ ), can be found via a
Forward-Backward Procedure, which is then used to
make a recognition decision.

In the CAVE, an optical tracking system constantly up-
dates the 6DOF position and orientation of markers on
the user’s head and hand. However, due to the user’s
random standing position and the random direction the
user is facing, both position and speed information need
to be normalized into the user’s local coordinate system
before any recognition can be performed. We use the
user’s head as the reference coordinates. Then the nor-
malized hand positionP is given by:

P = Ph∗M−Pr , (5)

wherePh = (xh,yh,zh) is the position of user’s hand in
global coordinates as returned by the tracking system,
andM is a rotation matrix with angleθy rotation around
the vertical (in our case, y) axis. The angleθy can be
found by:

θy = arctan
sinψ sinφ + cosφ cosψ sinθ

cosψ cosθ
, (6)



where(φ ,θ ,ψ) andPr = (xr ,yr ,zr) are the orientation
Euler angle and position of the reference coordinates
(in this case, the user’s head), respectively. We use
the rotation around the vertical axis only in order to
eliminate the influence of the user lowering or shak-
ing his/her head (which are rotations around horizontal
axes). The speed of the user’s hand is then calculated
on a frame by frame basis. The speed data is quantized
using k-means clustering, recorded in a memory buffer,
and then fed into the trained HMMs. Each model will
output the probability of the current sequence belong-
ing to that model. These probabilities are then selected
by a threshold and the class with the highest probability
is outputted as the recognition result. Fig. 7 shows the
framework of the gesture recognition system.

Quantizer

Model 1Tracking 
Data

Model 2

...

Model N

Classifier

K-means Bayes

HMM

Time Lock

Normalize

Figure 7: Gesture Recognizor scheme.

In a real time implementation, the recognizer often out-
puts the same class during a period when the perfor-
mance of a gesture is about to end. Though correct, we
still want just one trigger signal for each gesture. To re-
solve this problem, a lock mechanism is implemented
to keep the recognizer from outputting the same class
within a period which is roughly half the length of the
gesture duration.

7 EXPERIMENT RESULTS

7.1 Isolated Gesture Recognition Test
In our prototype virtual city application, there are cur-
rently only 3 gestures that need to be recognized (2 ges-
tures for triggering the main menu and edit menu, and 1
gesture for the sliding selection of menu items). How-
ever, to test performance and leave room for updates
to the application and the use of gesture recognition in
other VR applications, 7 gestures are defined for testing
(Fig. 8).

Based on the contribution of 5 participants, a database
containing 875 samples was collected. Among the par-
ticipants there are 4 males and 1 female, and each per-
formed 25 samples for each gesture. The database was
then used to test the gesture recognition framework.
Ten samples are randomly selected for each gesture as
training data, while the remaining 115 samples are used
as testing data. Under this testing scheme, we have an
average recognition rate of 96.8 %. The confusion ma-
trix is shown in Fig. 9.

In Fig. 9, each column represents the recognition rate
of the corresponding gesture and the rate of incorrect

Figure 8: Definition of controlling gestures: (a) Circle;
(b) Crossing; (c) Sliding; (d)-(g) Arrows (reserved for
future development).
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a b c d e f g None

Recognition Rate (%)

Gesture: (a) (b) (c) (d) (e) (f) (g)

Figure 9: Graphical demonstration of confusion matrix
in the isolated recognition test.

recognition as other gestures, while the black color rep-
resents recognizing no gestures (i.e. a miss). For ex-
ample, the figure shows gesture (a) is recognized 100%
correctly, while around 95% of gesture (b) is recognized
correctly, with a 5% miss rate.

We can see from the result that each of these gestures is
well recognized. The crossing (b) and sliding (c) ges-
tures are sometimes not recognized, while the up arrow
(d) and right arrow (g) are occasionally mis-classified
as other gestures. This may be due to the similarity
among gesture definitions. For example, the first half
of the right arrow resembles the sliding gesture.

7.2 User Preference Study
To evaluate the user experience of the proposed virtual
city system, a comparison interaction set is developed
that uses conventional methods, based on wand buttons,
for menu triggering and navigation. Since there are a
limited number of buttons, 2 of them serve multiple
functions that will not be used at the same time. The 3
interaction sets used in the user study are illustrated in
Table 1. Note that the 2 selection techniques described
in section 5.3 are not compared since they are suitable
for different scenarios and are complementary to each
other.

6 novice users took part in the study. There is an in-
troduction session first to show a user how to use the
system and the interaction techniques. Each of them is



(Proposed) (Proposed) (Compare)
Interaction Set 1 Set 2 Set 3
Main Menu
Trigger Gesture a Gesture a Button 3
Edit Menu
Trigger Gesture b Gesture b Button 4
Menu
Navigation Sliding Touch Button 1,2
Menu
Selection Gesture c Touch Button 5
FreeView Navigation Trigger: Button 1
Selection Trigger: Button 2
Set Waypoint Trigger: Button 2

Table 1: Summary of 3 Interaction Sets

Percentage of users preferring
Set 1 Set 2 Set 3

Compare set 1&2 66.67 % 33.36%
Compare set 1&3 83.36% 16.67%
Compare set 2&3 100% 0%

Table 2: User Preference Study Result

allowed to play around for 5 minutes to become famil-
iar with the interactions. Then they are asked to com-
plete 2 tasks, using each of the 3 interaction sets. The
first task is to navigate to a specific location and select
3 buildings in that area. The second task is to select 4
way points along a given street and perform a “Route
View” along that street. In these 2 tasks users will per-
form navigation, selection and menu interaction multi-
ple times. Finally, after finishing the tasks, each user is
asked to choose a preference for the comparison of each
pair of interaction sets. The result is listed in Table 2.

It is clear that users prefer gesture interactions instead
of button interaction when controlling menus. When
asked why, the main reasons for this preference include
the difficulty in remembering the function of each wand
button and the simplicity of the gesture interface. We
cannot see a clear preference between the sliding and
touch based menu control. However, some users report
a tired arm when raising their hand to touch the virtual
menu item. Also, users complain about the occasional
missing of gesture recognition, which diminishes the
gesture interaction experience as a whole.

In addition, users report a great preference to the CAVE
based visualization of a 3D city over traditional 2D
screens, such as computer monitors and TVs, due to its
fully immersive experience and the feeling of presence
in the virtual scene.

8 SUMMARY AND DISCUSSION
In this paper, we presented an implementation frame-
work and interaction techniques for a prototype 3D vir-
tual city application. Compared to existing systems,
our application focuses on supporting 3D city visual-

ization using a fully immersive interactive VR tech-
nique. We proposed a gesture based interface for navi-
gation, selection, object manipulation, and menu inter-
face control. Gesture interaction serves as a novel and
more natural interaction mechanism within a VR envi-
ronment. We also explored the use of pattern recogni-
tion methods, specifically a HMM, to recognize (in real
time) predefined dynamic gestures, currently used for
3D menu triggering and controlling in the virtual city
application. An informal user study shows preference
of the gesture based menu interaction over traditional
button interactions. Finally, we also presented a novel
3D paint-to-select technique that supports the efficient
selection of multiple virtual objects.

In addition, from the user study, users overwhelmingly
stated their preference for the fully immersive CAVE-
based city visualization over traditional displays, and
that 3D interactions using gestures tend to be more nat-
ural and simple than interactions controlled using but-
tons. In the future, we plan to continue improving the
virtual city in the CAVE, adding more functionality,
such as the display of various information layers, in-
tegration of geo-codes, etc., and exploring interaction
techniques specifically suitable for these new functions.
This added functionality will further our long term goal
of using the virtual city system as a platform for urban
planning, virtual tourism, and heritage preservation ap-
plications, and for many other purposes.
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