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Abstract—The Cave Automatic Virtual Environment (CAVE)
is a fully immersive Virtual Reality (VR) system. CAVE systems
have been widely used in many applications, such as architectural
and industrial design, medical training and surgical planning,
museums and education. However, one limitation for most of
the current CAVE systems is that they are separated from the
real world. The user in the CAVE is not able to sense the
real world around him or her. In this paper, we propose a
vConnect architecture, which aims to establish real-time bidirec-
tional information exchange between the virtual world and the
real world. Furthermore, we propose finger interactions which
enable the user in the CAVE to manipulate the information in a
natural and intuitive way. We implemented a vHealth prototype, a
CAVE-based real-time health monitoring system, through which
we demonstrated that the user in the CAVE can visualize and
manipulate the real-time physiological data of the patient who is
being monitored, and interact with the patient.

I. INTRODUCTION

Virtual Reality (VR) refers to computer-generated Three-
Dimensional (3D) environments that allow the user to perceive
the virtual objects and interact with them. Depending on the
degree of user immersion, the VR systems can be classified
into partially immersive VR system and fully immersive VR
system. A partially immersive VR system supports the feeling
of “looking at” a virtual environment, while fully immersive
VR system supports the feeling of “being in” that environment.
The Cave Automatic Virtual Environment (CAVE) [4] is a fully
immersive VR system. The framework of CAVE consists of
three main systems: 1) the projection system, 2) the tracking
system, and 3) the computer system. In the projection system,
multiple stereoscopic projections are used to project a 3D
environment into a room-sized cube [4], which consists of
three walls and a floor. The tracking system is used to track
the real-time position and orientation of the eyes of the user
inside the CAVE. The computer system accepts the inputs of
the real-time tracking data from the tracking system, and then
controls the outputs of the images from the projectors. The
user can perceive the true 3D environment through a pair of
stereoscopic shutter glasses, which alternately block the left
or right eye such that each eye only sees the corresponding
images. The user inside the CAVE can see objects apparently
floating in the air, and can walk around them, getting a proper
view of what they would look like in reality. Such fully
immservie experience provided by the CAVE is not achievable
with desktop-based computers.

CAVE systems have been widely used in many application-
s, for example, 3D simulation and training, architectural and
industrial design, medical training and surgery plan, museums

and education, oil and gas exploration, scientific research,
and topographical analysis. The first CAVE was built at the
University of Illinois at Chicago in 1992 [4]. CAVEs have been
advanced significantly during the last two decades. The current
CAVEs can support a 120Hz refresh rate, a 1:1 aspect ratio,
and a resolution up to 1920 x 1920 pixels per facet [1]. Though
the standard CAVEs have a very high cost, the mini-CAVEs
or micro-CAVEs have a much lower cost in maintenance and
ownership, and they can fit into a space as small as a cubicle or
small office [1]. The mini-CAVEs or micro-CAVEs can cater
for special-purpose applications, such as 3D home theater.

One limitation for the current CAVE systems is that they
are typically separated from the real world. First, the CAVE
is a virtual environment, and everything shown in the CAVE
is not real. The user in the CAVE cannot sense the real world
around him or her. For example, an Avatar can be used to
represent a person in the real world, and be shown in the
CAVE. However, the Avatar is just a virtual object, and it does
not has the real-time characteristics, such as body temperature,
heart rate, that the person in the real world has. Therefore, the
user in the CAVE cannot access the information of the real
person. Second, the user in the CAVE cannot interact with the
real world. Any instructions generated in the CAVE cannot
directly be applied to the real world.

In this paper, we propose a vConnect architecture, which
aims to establish real-time bidirectional information exchange
between the virtual world and the real world. The contributions
of this paper are listed as follows. First, we propose a vConnect
architecture to enable the user in the CAVE to perceive the real
world and interact with it. Second, we propose to use finger
interactions such that the user in the CAVE can manipulate
the information in a natural and intuitive way. Third, we
implemented a health monitoring prototype, vHealth, through
which we demonstrated that the user in the CAVE can visualize
and manipulate the real-time physiological data of the patient
who is being monitored, and interact with the patient.

The remainder of this paper is organized as follows: Section
II discusses the related work. Section III presents the overview
of the proposed vConnect architecture. In Section IV, we
describe information manipulation in the CAVE with finger
interactions. In Section V, we present the implementation of
the vHealth prototype. Finally, the conclusions are drawn in
Section VI.

II. RELATED WORK

In terms of what is the most natural interaction with
the CAVE, various tools have been proposed and tested.
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Traditionally, a so called FlystickTM, a wand type remote
control is used with various buttons. Individual button and
a combo of buttons corresponding to certain actions such as
menu selection, directional up/down, etc. Abramyan et al. used
two types of wands (Nintendo Wii controller and Nunchuk
joystick) in angle viewing and manipulation control [2]. Wand
was also used in a virtual table tennis game as the hand tracker
to mimic the racket in Li et al.’s work [6]. Koike and Makino
proposed a 3D solid modeling system using wand to draw
sketches on the screen, and 3D model was then converted
from the basic sketch [5]. Intuitive and natural manipulation
in the CAVE system with virtual objects should be as similar
as in the real world with tangible objects. Initial works have
been proposed in tracking hand and limbs in commanding the
CAVE. Kapri et al. used marker-based hands and head tracking
method for steering-by-pointing in directional control [10].
Virtual ball juggling using hand motion tracking technique was
also reported in literature [7].

CAVE is also used in collaborative and distributed envi-
ronments connected by networks. Schaeffer et al. proposed
a network interaction in simulating multi-participant physical
activities in dancing [9]. In this application, two dancers from
two locations worked together in a way that the virtual Avatar
of one dancer was created by motion capture. The motion
was transmitted from one stage to the other one to form a
collaborating dance. A similar example was also created, such
that a dancer remotely controls the Avatar with real dance
movement to interact with the audience, with a video camera
setup to assist her/him in observing the audience response
accordingly [12]. Collaborative work on volumetric medical
data is also achieved using CAVE system [3]. In this work,
a local CAVE user and a remote user, whose Avatar appears
in CAVE, were able to collaboratively work on a volumetric
model. Roberts et al. also proposed a virtual collaboration
that the joint effort task is virtually displayed in the CAVE,
while three remotely located partners have to cooperate in this
collaborative virtual environment [8].

III. OVERVIEW OF THE PROPOSED VCONNECT
ARCHITECTURE

The proposed vConnect architecture is shown in Fig. 1.
It consists of two major components: 1) cloud server and 2)
clients. Cloud server is the coordinator which aggregates the
information from various sources, processes the information,
and then transmit it to the clients. Clients can be classified
into bidirectional clients and and unidirectional clients. The
bidirectional clients, such as remote desktop users and mobile
users, can receive and send information. The unidirectional
clients can only receive information, such as actuators, or send
information, such as sensors. Clients are heterogenous in terms
of power, processing and display capacity. For example, the
remote desktop user has a much higher processing capacity
than a sensor. The CAVE is a special bidirectional client, which
represents the virtual world. The other clients can capture,
send, or receive the information of the real world.

In the proposed vConnect architecture, the CAVE receives
the real-time information, including the information captured
by the sensors and the information provided by the remote
users, from the real world. The received real-world information
is then visualized in the virtual world, such that the user
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Fig. 1. The proposed vConnect architecture with bidirectional information
exchange between the virtual world and the real world.

in the CAVE can perceive it. The user in the CAVE can
also manipulate the information, and then make corresponding
actions, which can be transmitted back to the real world
for executions. For example, the user in CAVE can perform
operations on the remote actuators, or place a video call with
a remote user.

In the proposed vConnect architecture, there are three
major technical challenges, including 1) QoS guarantee for
real-time delivery of data streams in the wireless networks, 2)
QoS guarantee for real-time processing of data stream at the
cloud, and 3) natural interactions for information manipulation
in the CAVE. In this paper, we focus on natural interactions
for information manipulation in the CAVE.

IV. INFORMATION MANIPULATION IN THE CAVE VIA
FINGER INTERACTIONS

We propose to use finger interactions for information
manipulation in the CAVE. In this section, we first define
our own specifications on the finger interactions in the CAVE,
then justify why finger interactions provide a natural way of
information manipulation in the CAVE.

A. Specifications of Finger Interactions in the CAVE

Finger interactions in the CAVE are achieved by the
markers worn on both hands of the user. Each marker in the
CAVE is tracked in real time by the tracking system. At any
time, we can get the 6 Degrees-Of-Freedom (DOF) tracking
data in the format of (x, y, z, η, θ, φ), for any marker. The
coordinates (x, y, z) represent the position of the marker in the
3D space, and the Euler angles (η, θ, φ) represent the rotation
of the marker around its local coordinate system. We use the
left marker to represent the left index finger and the right
marker to represent the right index finger. That is why we call
such marker-based interactions finger interactions. The trigger
of an action is determined by the positions of the markers
and the position of the virtual object to be manipulated. For
example, a menu item is selected when the distance between
the marker on the right hand and the center of the menu item
is less than a threshold.

We define the specifications of five basic actions, which
are: 1) activating the main menu, 2) selecting a menu item,
3) moving an object, 4) rotating an object, and 5) scaling
an object. The activation of main menu is triggered by the



pull-down action performed by the right hand. The selection
of a menu item is trigger by touching the menu item with
the right index finger. The moving action is controlled by
the midpoint between the two markers. In other words, the
object is moved along a path which is parallel to the moving
path of the midpoint. The rotating action is determined by
four factors: rotation plane, rotation axis, rotation direction,
and rotation angle. The object manipulation is performed in a
discrete-time manner. The rotation plane is determined by the
two intersected lines: the line (denoted as Lc) passing through
the two markers at the current time, and the line (denoted as
Lp) passing through the two markers at the previous time. The
rotation axis is the line perpendicular to the rotation plane and
through intersection point. The rotation direction is the same
to the rotation direction of the two markers. The rotation angle
is the angle through which line Lp is rotated to coincide with
line Lc around the rotation axis along the rotation direction.
Scaling refers to uniform scaling, which means that the object
is enlarged or shrunk with the same scaling factor in all
directions. The scaling factor is defined as the ratio between
the distance between the two index fingers at the current time
and that at the previous time.

B. Information Manipulation in the CAVE
Compared with the desktop-based 3D visualization, such

as MayaTM, CATIATM, Unity etcTM, CAVE has several ad-
vantages in visualizing 3D models. First, the nature of the
volumetric data requires a big stage for visualization. For
instance, in the automobile design, a pervasive conventional
approach is to have a real 1:1 model for examination before
finalizing the design. The reason is that viewing a 3D model
on desktop-based software is not enough in presenting both
overall and detail information at the same time. In the CAVE,
this is achievable since the 3D glasses the user wears have
a tracking marker so that with physical movement, the 3D
projected images will change accordingly. This simulates the
natural user interaction with the real model, while desktop-
based counterpart is not capable in providing such a platform
for viewing the scalable data. Second, CAVE provides an im-
mersive experience, which ultimately presents user a real feel-
ing and better judgement in decision making. This immservie
feeling is not achievable with desktop-based computers. Third,
CAVE is capable in providing several layers of information,
this is especially important for data mining [11] and medical
data visualization [3].

The dominant remote controller approach requires a learn-
ing process. All the buttons and their functions need to be
familiarized with and memorized after a period of usage. On
the contrary, finger-based interaction is intuitive and natural,
such that a user can manipulate a virtual object just as a
real but weightless one. Another advantage to have finger
interactions is due to the 3D space the CAVE system provided,
compared with a 2D screen on the desktop computer which
only allows 2D movement. Thus, 3D position and angle data is
easily captured by the tracking system which can support the
3D gesture tracking and recognition precisely and effectively.
Last but not the least, users are more engaged with 3D
finger interactions such as they are in the real world. Object
manipulations with fingers in the CAVE create an illusion as
if the user works with real object in reality. This proves to be
useful in serious games and patient rehabilitation.

Smartphone
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Fig. 2. Illustration of the vHealth prototype.

V. CASE STUDY: VHEALTH PROTOTYPE

A. Overview of vHealth Prototype

We developed a vHealth prototype to validate the proposed
vConnect architecture. The vHealth prototype is a CAVE-
based real-time health monitoring system with the bidirectional
information exchange between the virtual world and the real
world. The relationship between the vHealth prototype and
the vConnect architecture is clarified as follows. The vConnect
architecture is a generic framework proposed in this paper. The
major contribution of the framework is that it introduces the
mixed reality experience in the virtual environment through
real-time bidirectional information exchange. The proposed
vConnect architecture can be applied in a wide range of appli-
cations, such as entertainment, tourism, education, healthcare,
and others. The vHealth prototype is an application of the
vConnect framework in the healthcare field.

The vHealth prototype is illustrated in Fig. 2. The patient
who is monitored is required to wear a set of body sensors,
which collect the physiological parameters including electro-
cardiogram (ECG), heart rate, respiration, body temperature,
posture, and acceleration. The physiological data of the patient
is transmitted to a client computer, which forwards the data to a
database server over the Internet. The CAVE computers, which
are the computers used to drive the projectors, can retrieve the
physiological data of the patient, and then visualize the data
in the CAVE. The doctor in the CAVE can interactively ma-
nipulate the information via fingers. The patient information,
such as phone number, can be updated in the CAVE, and then
stored back to the database. Also, the doctor can send instant
messages to the patient’s smartphone over the Internet.

The data flows in the vHealth prototype can be divided into
three sequential steps: 1) collection of real-time physiological
data from the real world, 2) visualization and manipulation
of physiological data in the CAVE via Finger Interactions,
and 3) notifications to the real world. The three steps will
be elaborated in the following three subsections, respectively.



B. Collection of Real-Time Physiological Data from the Real
World

The patient wears a set of body sensors, which capture
the real-time physiological data, such as ECG, heart rate, and
body temperature. The physiological data is first transmitted to
a client computer via wireless channels. The client computer
receives the physiological data, and then forwards the data to
the database server over the Internet. The database server is
used to store the real-time information from the real world.
We set up two tables for each patient. One is the health table
which records the real-time physiological data. The other one
is the personal information table which contains the patient’s
personal information such as weight, height, date of birth,
contact number, and the name of the physician who takes care
of the patient.

C. Visualization and Manipulation of Physiological Data in
the CAVE via Finger Interactions

In the vHealth prototype, the user in the CAVE can perform
a series of information manipulations, including information
retrieval from the database, information visualization and
processing in the CAVE, and information feedback to the
patients. All information manipulations are done with finger
interactions. In this section, we will first present the perfor-
mance evaluation on finger interactions, and then describe the
visualization and manipulation of physiological data in the
CAVE.

1) Performance Evaluation on Finger Interactions: In or-
der to evaluate the performance of finger interactions, we
conducted user tests on a task, which is to manipulate an
object from the initial state to the target state. The initial
state represents the position, the orientation, and the size of
the object before any manipulation, while the target state
represents the expected state after object manipulations. The
test task can be divided into two sub-tasks: 1) menu navigation
to select the object, and 2) object manipulations on the object.
We conducted user tests to compare the performance between
the proposed finger interactions and the conventional wand
interactions. In wand interactions, the action of selecting a
menu item or scaling an object is performed by pressing the
button, the action of moving or rotating an object is performed
by moving the wand. We invited two participants to participate
in the test. One is an expert, who had been using wand and
finger interactions quite frequently. Another one is a novice,
who had used wand occasionally and had not used any finger
interaction before the test. The novice was trained on the
usages of the wand and finger interactions for a half hour
before the test. Both participants performed the same test task
20 times with fingers and 20 times with wand.

We first compare the time spent on sub-task 1 between
the wand interactions and finger interactions by the two
participants. Sub-task 1 is a 6-level menu navigation. Fig. 3(a)
shows the average trigger time of each of the 6 menu levels
for the operation by the expert. The expert completes the 6-
level manu navigation using the proposed finger interactions
within 6.19 seconds, reducing the time by 40.1% compared to
the wand interactions. The average time for selecting a menu
item is 1.03 seconds with the fingers by the expert, which
is much lower than that (1.72 seconds) with the wand. The

0 2 4 6
0

5

10

15

Menu level

T
im

e 
[s

]

fingers (proposed)
wand

(a)

0 2 4 6
0

5

10

15

Menu level

T
im

e 
[s

]

fingers (proposed)
wand

(b)

Fig. 3. Comparison of the time for menu navigation: (a) by the expert, and
(b) by the novice

0 1 2
0

10

20

30

40

Time [s]
D

is
to

rti
on

fingers (proposed)
wand

(a)

0 1 2 3
0

10

20

30

40

Time [s]

D
is

to
rt

io
n

fingers (proposed)
wand

(b)

Fig. 4. Comparison of the time-distortion relationship for the manipulations
of the object: (a) by the expert, and (b) by the novice

results for the novice are shown in Fig. 3(b), from which we
can see that the proposed finger interactions reduce the time by
37.9% compared to the wand interactions. The time for 6-level
menu navigation with the fingers by the novice is close to that
by the expert, indicating that the proposed finger interaction
technique is easy to learn.

We next compare the time-distortion relationship for sub-
task 2 between the wand interactions and finger interactions by
the two participants. We use distortion to represent the devia-
tion from the target state. Let V denote the set of vertices of
an object represented by a 3D polygonal mesh. The distortion
Dt of the object at time t is represented by the Mean Squared
Error (MSE), which is given by Dt = MSE = 1

|V|
∑|V|

i=1(d
t
i)

2

where |V| represents the number of the vertices in the set V,
and dti represents the distance between the i-th vertex of the
object at time t and the corresponding vertex of the object at
the target state. In Fig. 4, we plot the distortion at different time
when the object is manipulated from its initial state towards
its target state. Fig. 4(a) gives the average time-distortion
relationship among 20 tests performed by the expert, while
Fig. 4(b) by the novice. We can see that the finger interactions
can get a lower distortion at any time compared to the wand
interactions by either the expert or the novice. We define the
satisfactory state as the state of the object with a distortion
less than 0.1. As shown in Fig. 4(a), the object manipulated
by the expert with fingers can reach the satisfactory state within
1.35 seconds, which is lower by 30.8% compared to that with
wand. As shown in Fig. 4(b), the novice can manipulate the
object with fingers to the satisfactory state within 1.54 seconds,
reducing the time by 51.4% compared to the wand.

2) Visualization and Manipulation of Physiological Data
in the CAVE: A vHealth invigilating doctor who is stationed
in the CAVE, can retrieve the information from the database
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Fig. 5. An overall schematic of the information visualization and manipula-
tion for a specific patient.

server, and then visualize and manipulate it in the CAVE. Fig.
5 presents an overall schematic of the information visualization
and manipulation for a specific patient. It has four modules.
Part A is a local Toronto map view, which shows the locations
of active users who wear Biopac, a bio-sensor hardware
collecting real-time heart related physiological data, heart rate,
body temperature and ECG data. This map is demonstrated in
Fig. 6. At normal monitoring level, every user with normal bio-
status record are represented as a green dot. When a user has
an abnormal bio status, such as heart rate or body temperature
irregularity, his representation dot turns to red. Then an alert
monitoring level is triggered and a doctor in the vHeath CAVE
is notified.

Part B is a CAVE-based monitoring system. The doctor
who is once notified for an alert monitoring level, is able
to visualize and process the red dot patient’s information in
a detail level. He can examine heart rate, body temperature,
and ECG data in real-time. The doctor can also access and
process patient’s personal information and other physiological
record to ensure an effective and holistic medical strategy
and treatment for this patient. For example, when a patient
encounters a cardiac arrest without rapid emergency rescue,
his brain is likely to get damaged because of a lack of blood
and oxygen delivery. Moreover, it is utterly important for a
doctor to have a complete knowledge of this patient’s medical
record before making a critical rescue plan. Among those
physiological data, brain is probably the most important organ.
This is because patients who are under the vHealth monitor
are probably already have cardiac arrest history and likely
brain injury at the same time. The vHeath system offers a
visualization platform to examine brain Magnetic Resonance
Imaging (MRI) data, by querying the database. This is because,
currently, the MRI is the most efficient tool for examining the
complicated brain anatomy. Scanning deck of MRI images is
obviously slow and not quick enough to make a life-threatening
decision. However, CAVE equipment provides an inside-out
capability to quickly view the patient’s 3D MRI model and
catch potential time-bombing medical condition during the
emergency rescue. Both the visualization and tracking capacity
in CAVE enables the doctor a very quick examination and

Fig. 6. A map monitoring the current locations of the patients.

Fig. 7. An operation to crop the abnormal ECG segment and send it outbound
via email.

accurate rescue decision.

Part C is the database connected with the CAVE system.
Input queries from the CAVE user are processed, and fetched
data is passed from the database to the CAVE for presentation.
Part D is a real-time outbound communication module for
the doctor to send alert phone calls, messages, and emails.
Currently, we have the email communication set up. The doctor
is able to send email alerts to the patient. He is also able to
send the abnormal ECG graph to cardiologist, after an image
cropping action done in the CAVE.

After the doctor in CAVE choosing the red dot from the
monitoring map, an Avatar representing the patient appears in
the front of the doctor. The personal information, such as the
name and the age, and the real-time physiological data, such
as the heart rate and the body temperature, of the patient are
shown beside the Avatar. The system also provides a menu
selection to visualize and manipulate the information such as
personal contact, physiological record, and ECG data.

The real-time ECG signals of the patient can be displayed
in a graph, as shown in Fig. 7. The scenario of this scene is
that after examining the basic biological statistics, the doctor
decides to carefully examine the ECG streaming data of this
patient. After recognizing the abnormal ECG segment, the
doctor is able to crop that segment using finger interaction,
and saves as an image file in the database for record. This
image can also be sent to a cardiologist via the outbound email
communications for a further diagnosis.

While making a rescue decision for saving the patient’s
life. the doctor also needs to examine the physiological history
of the patient. He can choose the medical record menu. The
CAVE then will bring the doctor to visualize the previously
stored physiological record. In our scenario, a 3D MRI Digital
Imaging and Communications in Medicine (DICOM) image
of the patient’s brain is used for visualization. Fig. 8 depicts



Fig. 8. A 3D brain visualization in the CAVE.

this scene. It can be observed that, with the assistance of the
CAVE, the doctor is able to freely examine the 3D brain model
without tedious remote control (as if on the desktop-computer).
The doctor is also able to zoom in/out, rotate, move the 3D
model using remote-control-free hand gestures, and even walk
around inside a brain to do a careful examination. Such an
approach combines the advantage of the conventional CAVE
visualization and the information processing ability provided
by the proposed vHealth system. This can save a lot of time
and help the doctor to make an accurate and fast rescue plan.

D. Notifications to the Real World

In order to ensure that fully immersive interaction between
the patient and the doctor is achievable in the vHealth system,
communication between the doctor and the patient must be
achieved. In the vHealth prototype, notifications to the real
world are done through email. The doctor inside the CAVE
is capable of sending the patient an email with text and an
image attachment. Thus, without the use of a keyboard or any
additional hardware, the doctor inside the CAVE is capable
of notifying the patient of any updates or emergencies. Email
transfer was implemented by creating a Simple Mail Transfer
Protocol (SMTP) instance linked to a public SMTP server.
Once a link is made, authentication is done to ensure only
authorized users have access to the server. In the process of
sending an email with an image, the location of the image
must be specified, along with the file name and extension.
This automatically adds the image to the email while also
allowing the doctor to incorporate text into the email. Fig.
9 shows the text message and the ECG graph received on a
smartphone. The email communications enable the user in the
cave to interact with the real world.

VI. CONCLUSIONS

In this paper, we proposed a vConnect architecture to estab-
lish the real-time bidirectional information exchange between
the virtual world and the real world. With such information
exchange, the user in the CAVE can perceive the real world and
interact with it. Moreover, we proposed finger interactions such
that the user in the CAVE can manipulate the information in a
natural way. We implemented a vHealth prototype, a real-time
health monitoring system, to validate the proposed vConnect
architecture. The vHealth prototype demonstrated that the user
in the CAVE can perceive the real-time information from the
real world and provide feedbacks to the real world.

Fig. 9. The text message and the ECG graph received on a smartphone.
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